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Abstract
In this paper we propose electronic contract

negotiation — a sub-part of the more general area of
electronic commerce — as an example application for
mobile agents. We start by presenting a set of
requirements that an application should fulfill in order to
take advantage of mobile agents and show that not all
distributed applications meet these requirements. We then
present contract negotiation, an example of an
application that can potentially take full advantage of
mobile agents. The paper also contains an introduction to
a mobile agent system being developed at Hamburg
University and show how it can be used to implement
contract negotiation.

1.  Introduction

The mobile agent (MA) paradigm has been gaining
increasing attraction for the past 4 years. Its
anthropomorphic idea is appealing to designers of
distributed software systems: software programs that are
able to migrate autonomously across the network during
execution and to communicate with other agents and their
hosts so that they can fulfill tasks on behalf of their
principals.

Despite all this interest and consequent research
efforts which even have produced some commercial
products, there is a constant lack of applications for these
mobile agents. One reason is that agents appear in a very
competitive market: there are many other existing and
proved mechanisms for cooperation and coordination in
distributed systems, such as message passing, remote
procedure call, code on demand [3], tuple spaces [22], or
remote execution (e.g. stored procedures).

In fact, mobile agents have not gained any significant
share of today’s middleware market for developing
distributed applications yet and before we really start the

paper, it is interesting to analyze their main weaknesses
and compare these with other (existing) technologies:

Mobile agent technology is not mature enough. There
are several open issues that have not been addressed
sufficiently yet. Examples include security, termination,
persistence, or how to tackle network (remote) references.
Although several MA systems that have been
implemented by the research community and some
commercial products are now available, e.g. Voyager [24]
or Telescript [13], these issues still need more
investigation. Furthermore, activities of standardization
consortia such as the OMG have resulted in work on
facilities for mobile agent systems [25]. So, instead of
solving the problem ourselves in this paper — for some
hints to our own approach see section 5 though —, we just
assume that agent technology will eventually mature and
converge to a standard model (as happened to RPC within
the CORBA context).

Mobile agents require a large effort to be integrated
into legacy applications. The execution environment for
mobile agents may require additional setup effort in order
to prepare the local computing environment to participate
as a host for mobile agents. For example, an engine needs
to be installed and local applications need to be
“wrapped” such that they can be accessed by visiting
agents and exchange data with them. However, an engine
may be installed at run-time if it is required, by using Java
as the programming environment (except for a
bootstrapping kernel). When interfaces between mobile
agents and local applications finally become a standard,
this adaptation effort will probably be much reduced.

Application domains where mobile agents will succeed
have not been identified. The existing communication
and cooperation techniques are already suitable for most
distributed application areas. In this context, the MA



technology has to prove higher efficiency or lower costs,
something that somehow justifies the setup costs of
deploying an MA environment.

The first issue will probably be solved by itself as
research goes on and commercial products are refined.
Regarding the second issue and assuming Java as the
programming environment, it will also become more and
more irrelevant as Java and its associated libraries (RMI,
JDBC, etc.) become ubiquitous. In this paper we will then
concentrate on the third issue and, in particular, identify a
setting of technological and economic parameters under
which an ‘economical niche’ exists for mobile agents.

The rest of this paper is organized as follows. The
next section presents an overview of mobile agents to
emphasize issues that are important for this paper. Section
3 proposes a number of requirements for applications that
can benefit from mobile agents and explains why not all
distributed applications are suitable for mobile agents.
Electronic contract negotiation, the example application,
is then described in section 4, together with a description
how agents can be used in this context. In section 5 we
give a brief overview of the OSM agent system, an
architecture that is being built at Hamburg University to
support mobile agents and applications based on them.
Finally, in section 6 we show features of these agents
being used as ”active contracts“ to support a contracting
process. The paper concludes with an outlook on our
future work in section 7.

2.  An overview of mobile agents

We define a mobile agent as an encapsulation of
code, data, and execution context that is able to migrate
autonomously and purposefully within computer networks
during execution.

An agent is able to react sophisticatedly on external
events. It may be persistent in the sense that it can suspend
execution and keep local data in stable storage. After
resuming activity, an agent's execution is continued — but
not necessarily at the same location.

Mobile agents are alleged to provide suitable
techniques for the implementation of electronic market
systems [5,9]. These systems allow both demanders and
suppliers of services and goods to exchange them freely
based on electronic contract settlement and execution. In
this paper we will use this application domain to
determine the minimum set of facilities required from the
mobile agent system.

2.1.  Execution state

In the following, the term persistent execution state
— as a postulated basis for migration technology —

means that the agent should comprise a control flow
definition at a coarse level of granularity. This allows not
only persistent programming languages like Napier88 [26]
and PJava [1] to be capable of representing mobile agents
but also conventional systems like plain Java which may
be able to provide only object-level persistency.

The main difference between these approaches is a
matter of granularity at that an execution may be
interrupted, migrated, revived and continued. An object-
level persistency allows for choosing individual methods
of an object as a control hook (continuation points after
the object has been revived). This kind of ”persistency“
can be achieved right out-of-the-box by usual serialization
techniques (like those offered by Java [27]) avoiding
additional tools and proprietary environments.

On the other hand, truely persistent languages allow
for more fine-grained execution hooks, even within
individual methods. Having individual object persistence
at a micro-level may not be enough to save the whole
execution extent of an object system.

Here, we argue that the limitation to an object level
does not really impose any constraints on the agent
functionality since a reasonable activity usually comprises
at least one method invocation — a high-level operation.
Also, we like to avoid complex infrastructures like
complete object stores — having in mind the potential
”Internet consumer“ sitting in front of her favorite
browser doing home shopping.

On the other hand, recognizing the need for saving
relationships between objects — especially in the case
where a mobile agent’s internal structure and/or the data it
carries have to be quite complex — we will propose a
lightweight solution to this problem by introducing the
OSM profile in section 5.1.

For now, the conclusion from this seems to be a
broad possible spectrum for mobile agent implementations
spanning the two extremes:

• Agents as first-class values in persistent
programming languages [17]

• Agents as data objects in traditional languages
(including Java) [5, 24, 37].

The latter approach has a certain similarity to
‘programming by composition’. For example, to factor out
control flow definitions, workflow-management systems
use petri nets or finite automata, etc. (at the macro level).
The so-called “agent” is actually just a data structure that
is interpreted by each (local) engine in order to invoke a
coarse-grained function at the respective network site.
This approach does not require any sophisticated language
support, however, the main disadvantage lies in the
necessity to factor-out any program logic to the stationary
server — even simple arithmetic operations.



A well-balanced compromise of the previous two
extremes would blend the advantages of mobile code with
those of persistent data structures that determine control
flow. In this case, local operations can still be performed
efficiently by the agent code, but migrations will only be
possible from distinct migration hooks that define the next
entry point and indicate to the executing engine that a
transfer of the agent is requested.

2.2. Examples of mobile agents

Having such a large design space for MA systems, it
is interesting to take a brief look at some existing
architectures. This is by no means a full review but should
rather give the reader some hints for further reading.

One of the first Java based MA systems widely used
by many researchers now is the MOLE architecture [27].
One of its main disadvantages is the inability to transfer
executable code within exchanged messages but using
special ”code servers“ instead. Besides adding another
infrastructural component, this requires additional
communication.

Of course Telescript, the very early commercial
approach to MA systems, still influences emerging
architectures. One interesting, often missed point is the
fact that it actually does not move code but only execution
state, assuming the code which this state belongs to is
right in place.

Another interesting architecture is the Ara platform
[29] offering a fine-grained view on execution flows. The
developers promise the ability to migrate at any point
within the execution, actually resulting in migrating
processes. Since a further goal is the use of different
programming languages with this system, the resulting
object extent that have to be moved may get quite large
raising communication costs.

The IBM Aglets [5] system also is a quite famous
MA system now. There are some severe restrictions of
this Java based architecture regarding the feasibility of
message passing and collaboration. Aglets only allow
sending string encoded messages to stationary agents at
formerly known URLs. Also, one cannot move regular
Java objects with this system.

A relative new approach can be found with
Objectspace’s Voyager that promises to overcome some
restrictions of other known systems. Besides addressing
some problems of traditional distributed object
programming (e.g. garbage collection, mobility,
replication), this system aims at supporting mobile agents
using Java again. Especially, the messaging system is very
flexible, offering oneway, synchronous and future
semantics. The coupling between regular objects and
agents and their communication possibilities is very tight,
but the persistency problem is not really covered. Voyager

does not comprise a complete agent infrastruture but
rather offers the building blocks to develop a such  one.

Pjava [1] naturally has drawn attention to it as a
potential basis for building MA systems. But it has to
prove its suitability yet, especially, one has to take a close
look at its persistency model. For now, no agent system
based on it seems to exist.

Finally, there is our own mobile agent system,
described in some detail in section 5.

2.3. Application domains for mobile agents

Many suggestions of potential application domains
for MAs emerged from the research community as well as
from industry. Our point is that although most (or all) of
them are perfectly realizable by exploiting today’s
technology, doing so is not very meaningful in every case
or could be done with traditional techniques.

Suggested areas for MA usage comprise network and
configuration management as well as information retrieval
or quality of service analysis and assurance. Further fields
are controlling manufacturing processes, supporting
multimedia, or overcoming heterogeneity.

In the next section, we try to identify some
measurable aspects that may allow for better estimation of
mobile agents’ suitability in such application domains.

3.  When to use mobile agents

In this section, we will identify several factors that
influence the applicability of certain technologies on
building distributed applications. Of special interest is the
use of mobile agent technology in an electronic commerce
context [10,18].

3.1. Requirements

This list of factors is neither exhaustive nor does it
provide an exact quantitative means to formalize a utility
measure for mobile agents. The resulting multi-
dimensional space is just used to seek an area where MA
appear as the most suitable technology.

Communication and bandwidth costs. We have always
assumed that our agents will “roam the Internet” but
Internet access is possible through several channels today.
Some users will use a modem dial-in at zero telephone
costs and at a flat rate of ca. 20,-- USD. This mode allows
communication at a fraction of a cent per minute. On the
other hand, communication costs increase when access
takes place through cellular phone networks such as the
GSM protocol for mobile phones in Europe. Here, tariffs
vary between 0.05 USD and 1 USD per minute,



depending on the different price policies. At the extreme
position, a satellite-based system such as Iridium [30] may
be considered, where one can expect per-minute costs of
up to 3,-- USD.

Proportionally inverse to the per-minute costs is
usually the available bandwidth for data communication.
For example, an ISDN line allows for bi-directional
communication at 64 kbit/s. GSM supports 9.6 kbit/s and
in the case of Iridium a throughput of 2.4 kbit/s is most
likely.

Therefore, the cost per kilobyte/s seems to be a
suitable cost measure for this consideration. In table 1 we
show the broad range of communication costs depending
on the underlying technology. We assumed an average
agent size of 100 Kb, including code, data, execution
state, and serialization overhead).

Technology Bandwidth (kb/s) Cost per 100Kb ($)
ISDN 64 0.01 - 0.05 (15 sec)
GSM 9.6 0.08 - 1.6 (1.6min)
Satellite 2.4 21 (7 min)

Tab. 1: Range of communication costs

Although communication tariffs vary between countries
and providers, this comparison provides a survey of the
possible cost spectrum. It further considers the net transfer
time of the agent, not idle time without data transmission.

Agent size. The size of the migrating agent strongly
influences communication costs. Therefore, its size should
be reduced as far as possible but without compromising
too much the local processing time, storage space and
other costs. We can distinguish between two factors that
influence the agent size: the complexity of the carried
agent application code and the underlying MA
technology.

If the agent requires a huge amount of program code,
even the “best” MA technology won’t be able to effect a
significant reduction in code size compared with the
others. (The same is true for normal applications.)
However, taken an application with a small share of code,
MA technologies significantly vary in the size of
externalized data objects. If the MA platform uses a
commercially available object database system such as
ObjectStore [31] then the overhead will be tremendous
since the physical layout of object stores is optimized for
rapid disk access and an efficient mapping to the physical
disk. This may lead to a store size of several hundred
kilobytes although no application data has been stored yet.
For example, an “empty” Napier88 store has been 15 MB
in size but in Pjava it is now 500 KB. As an additional
factor, pre-allocated index tables can further increase the
size.

Object serialization [27] marks the opposite end of
the spectrum: an object structure that has been
externalized to a standard representation usually reduces
the overhead to 10-50% even when accompanied by a
lightweight meta-information container like the profile
presented in section 5.1. It is important to note that one
cannot dispense with this additional information if
consistent inter-object relations have to be guaranteed
after remote revival. Therefore, there are no further
savings regarding the overhead are possible if we want a
full-featured MA system. For example, the minimum
agent size that could be achieved with OSM agents at
Hamburg University is 20 KB taking notice of the
movement of all Java application classes — no code
(despite the agents’ engine) is therefore presumed at the
remote target. A compression may further reduce this to 8
KB. Therefore, the range in size of an agent typically
extends from 8 KB to several 100 KB.

Concerning agent technology, we also have many
choices. For example, we can transmit plain byte-code or
compressed byte-code as the Java JAR technology does.
We can transmit machine code if the architectures are the
same on the source and target machines [7]. We can even
transmit part of the agent or none at all (just a reference
possibly as small as a byte) if its code was already copied
in a previous migration, or we can use “migration by
substitution” [16,17] if the agent uses standard libraries or
previously copied pieces of code and other constant data.

There are also many intermediate schemes between
transmitting the entire transitive closure (as we propose)
and executing the agent on the source machine as Kato
[32] proposes, either specified by the application
programmer or done automatically by the system [17].
However, it should be clear that all these compromises
increase the computational complexity, CPU and space
costs, or both.

Number of hosts involved. In this paper we roughly
distinguish between N = 2 and N >= 2, where N is the
number of machines involved. In the case of exactly two
parties the agent doesn’t need to maintain a node list since
it just migrates to the “other host”. In the second case the
agent system needs a certain logic that determines the next
target for migration. This address may be part of the agent
code or obtained during execution.

The case in which N = 2 can therefore be subsumed
under the category of remote execution. Since in this case
the only (one) continuation hook is known formerly, there
is no need to distinguish a choice of entry points.
Therefore, the N = 2 case mainly resembles the situation
conventionally found in remote method call scenarios:
The one transition in execution triggered by moving to the
other host could be just a remote call to that exact host.



Mobile agents are thus much more useful in
situations where communications between N > 2 partners
are required to be coupled only in an indirect way
(stipulated by ad-hoc decisions, set-up costs or
organizational policies, for example) not allowing for
calling each other directly.

Value of the commercial transaction. Generally
speaking, a higher transaction volume allows for higher
transaction costs: in the case of ‘micro-transactions’ we
assume a transaction volume of up to 5 USD. Under this
assumption, transaction costs (i.e., costs that arise from
the execution of a transaction, not from the product price
itself) are tolerable when they remain significantly less
than 10% of the transaction volume. Therefore,
synchronous communications that require several minutes
to complete a commercial transaction turn out to be
commercially unfeasible. MAs, however, help to reduce
these costs significantly since communication links are
established only for the asynchronous agent transfer.
But even if we assume four transfers of agents that weigh
100 KB between business partners, communication costs
of up to 1,6 USD drive the transaction value up to at least
16 USD.
This implies that an MA infrastructure may only be used
either in the context of inexpensive broadband access or
in mobile communication environments for high-volume
transactions. For the first case, we stated that low
communication costs also allow for synchronous or non-
agent-based communication with out significantly higher
costs. However, in the second case of higher transaction
volumes MAs appear beneficial due to their better
bandwidth utilization.

Relaxation of ACID properties. Distributed transaction
support can be used to enforce consistency in order to
assure the ACID properties (Atomicity, Consistency,
Isolation, Durability) for all peers involved [33].
However, this semantics is acquired at the costs of
communication overhead and reduced efficiency: the
underlying transaction protocol requires a tremendous
number of message exchanges if each agent transfer is to
be secured under a transaction. For example, the 2-phase-
commit protocol requires an overhead of at least 2*N
messages for each application message that is sent to N
nodes.

But it does not have to be like that. The overhead
may be reduced for the application field of
asynchronously migrating agents [34], yet it appears as a
realistic estimation that transactions will duplicate or
triplicate the number of messages required.

As a conclusion, applications that are recoverable
without transaction support appear to fit better to the MA
approach — as to any other distribution technology —

due to the reduction of communication costs. Despite this,
considering splitable and joinable agents like those
presented in section 5.4, at least some of the advantages of
transactional behaviour may be utilized, e.g. the
assumption that some action irrevocably took place (see
also section 6).

Agent execution environment. In order to allow arbitrary
partners to cooperate by using mobile agents, the setup
cost of the required execution needs to be minimal and, if
possible, none at all. Systems such as Telescript or  other
systems that depend on proprietary technology require
particular knowledge and effort for setting up a local
environment (an engine). Ideally, the agent environment
should be loaded on demand and use a programming
system that is supported by every computer or at least
easy to acquire and install.

Today, Java seems to be the most available and
appropriate language to match this requirement. So we
propose that an agent system intending to be used in real
application contexts should be built on top of standard
Java and its standard libraries (such as object serialization,
RMI and JDBC) or at least equally ubiquitiously available
software.

Level of autonomy. The literature on mobile agents often
introduces autonomy as one of the indispensable features
of mobile agents. However, if one argues in the context of
a requirement definition, it should be phrased slightly
different: if the application context required control
activities between principal and agent, other
communication paradigms may suit better. Tasks that can
be accomplished by an isolated agent and the logic of its
code appear as the domain for mobile agent applications.

Two different levels of autonomy should be
distinguished. Firstly, the level of communication
autonomy which concerns inter-agent communication,
migration, and application access. Secondly, decision
autonomy concerning the communication results. The
second case implies knowledge of agents concerning the
universe of discourse. This autonomy, however, falls into
the domain of intelligent agents and is not further
investigated in this paper although there is some ongoing
research at Hamburg University’s distributed systems
group concerning ”intelligently“ negotiating agents.

Level of repetition. A tight coupling between two
business partners justifies higher setup costs for the
communication software. If, however, sporadic
cooperation prevails, these setup costs may prevent any
cooperation from taking place.

Mobile agents allow to ship the required application
code to each respective network node. This makes the
mobile agent approach more suitable for sporadic



cooperation between distributed software applications.

Summary. Taking these factors into consideration shows
that mobile agents are suitable for applications under the
following conditions:

• High costs of bandwidth
• Small agent size
• Communication between many partners
• Medium to high transaction volumes
• Non-transactional communication support
• Ubiquitous execution environments
• High level of autonomy
• Sporadic communication

Obviously, the problem is to find applications that
fulfill as many of these requirements as possible! In the
next section we attempt to fill that gap by proposing
contract negotiation as one such application. But prior to
that, let us explain better why past attempts of using
mobile agents have failed.

3.2. Design issues

Several example application areas have been
proposed for the utilization of the mobile agent paradigm
[8,9,35,36,37]. However, they still need to be validated
against the requirements listed above. Approaches that
raise the communication overhead also raise costs at the
same time, so that the benefit of mobile agents compared
to traditional approaches diminishes. Respectively, each
measure that reduces bandwidth utilization should be
evaluated in the light of these considerations.

In the mobile agent research field, efforts are now
being spent on the fields enumerated below.

Management issues. Controlling remote software
applications is already difficult, but controlling agents
raises many new issues which in turn require additional
communication overhead. For example, tracing the current
location usually leads to a message exchange between the
monitoring node and the current or past agent host. If this
communication is considered as indispensable, then the
designer may simply replace agents with an RPC
mechanism or stored procedures. The benefit of mobile
agents is reduced even further if active control is required
for agent management.

External termination of agents. Sometimes an agent has
to be stopped and terminated by a managing application
that resides on a different host. This requirement first
implies information about the agent’s current location,
secondly, it assumes that the agent’s autonomy can be
overridden by the principal’s control. However, if the
agent’s task is characterized as too complex to be tackled

by the agent software itself (e.g. if a certain level of
autonomy is not given) — the mobile agent approach
shouldn’t be chosen, since one of the strengths of the MA
approach is the ability to act on behalf of a principal
which should include a meaningful termination behavior.

Security issues. Security has several flavors in the MA
field. For example, agents can be authenticated when
arriving at a place, the local engine may prove its
benevolence through certificates, data may need to be
encrypted on both sides, and inter-agent communication
could be additionally secured against repudiation.

However, research efforts are still required in order
to maintain privacy, authenticity, and non-repudiation. As
an example, it is currently very difficult to avoid that an
agent’s privacy be assured against a hostile execution
environment.

 The more security support is enhanced, the more
communication overhead has to be considered. Therefore,
setting up an organizational or social environment for
mutual trust seems to be more adequate than driving
“security overhead” to the limits [38]. However, this
should be understood as another niche definition: if the
application requires a certain security level, mobile agents
should not be used!

Payment methods. Finally, electronic commerce
applications may require payment activities between
agents. The need for payments indicates that agent
communication takes place between organizations and
possibly between business partners from different
domains of trust. Taking that into consideration, if cash is
used for sporadic commercial transactions the problem
gets much worse if electronic coins can be accessed by
hostile engines or agents.

On the other hand, if authorization is required from
the paying agent, the communication overhead may again
counteract the benefits of using mobile agents. Similar to
the security question, designers of a mobile agent system
should address this problem at the organizational level
and not by technical issues alone.

Summary. As a conclusion, we could say that the design
of a mobile agent system requires a very sensible and
integrative consideration of organizational and technical
solutions. Some researchers recommend means of social
control [38] that help to punish the villains and to approve
fair players among the agent society. In fact, a well-
balanced combination of both aspects — technical and
social — seems to be most promising.

3.3. A niche?



After evaluating the design space and illustrating
some of the potential problems of „over-designing“
mobile agent systems, now the question occurs: What
could be the niche for the mobile agent approach?

Generally, the MA paradigm is appropriate for all
applications that coordinate sporadically established
mobile user groups through asynchronous communication.
For example, several games only need to pass control
between human players and do not need to transfer
extensive program logic and application data. Each player
pays for the individual transfer of control by establishing a
communication link for the transfer of an agent.

Another application field is the negotiation of
contracts among business transaction participants: Here, a
consortium is established that consists of individual
participants who intend to agree on an electronic contract.
This application scenario will be illustrated in the next
section.

4. Electronic contract negotiation

Electronic contract negotiation falls in the much
more general area of electronic commerce, which is itself
an on-line version of business transactions either between
companies or between a company and the general public.

Example of a contract. A South American company
delivers coffee to a German importer. A French exporter
delivers TV sets to the coffee supplier and the German
company pays to the French one a certain amount of
money. Such barter activities occur in international trade.
The co-operation of multiple participants entails a chain
of steps to settle a contract between them.

4.1. Business transactions

The subject of a business transaction is the exchange
of goods or services between the parties involved. This
could be a purchase where money is exchanged for a
good. Generally, transactions may involve the exchange of
money, services, or goods in any combination. The
contracting parties may also exchange these goods in
arbitrary order such that complex processes occur.

In general, a business transaction consists of three
main phases (see figure 1).
1. in the information phase partners examine other

participants’ profiles or product offers, after which
they either decide to:

• give up (maybe to move on to another seller) or
• negotiate the transaction;

2. during the negotiation phase certain properties of a
service/product description are adjusted, and the
outcome of this phase may either be:

• the abortion of negotiation (end of transaction) or
• an agreement; and finally after signing the

agreement;

3. the execution phase is entered.

Product
Catalogue

Information     Negotiation    Service Execution

Range of
Policies,
Options

Fig 1.:  The three typical phases in a business
transaction.

4.2.  An application for contract negotiation

An application for electronic contract negotiation is
designed to support contracting parties in negotiating
contracts.

Contracts as mobile objects. In this kind of application,
a contract represents a data object that is accessed by the
negotiating partners. During the negotiation phase, the
contract data object circulates between the participants.
Traditional concurrency control mechanisms coordinate
accesses to the contract such that its consistency is
preserved.

After receiving the contract, each party has the
opportunity to change clauses or insert additional ones. A
contract clause contains a number of standard
informations:

• specifying the price of an offered service;
• describing the order of service exchanges between

the partners; and
• defining the support services that are to be used by

all transaction parties.

As an alternative, the contract could be stored at one
host and be updated by any partners using distributed
mechanisms such as RPC or Web technology. However,
this centralized approach does not correspond to the
whole idea of workflow that is fundamental to the contract
negotiation, in which partners actually “own” the contract
and explicitly send it to the other partners for review. A
contract carrying agent can have a clear responsibilty and
role for dealing with the contract while even avoiding
explicit locking mechanisms.



Services to support negotiation. Support services [11]
can be generally classified by the functions they supply.
Some of these functions (payment and notary) have been
involved in the scenario sketched in Figure 2.

Other services may be distinguished as
complementary functions such as quality assertion
services, which certify a distinct quality of service
property to the client, or protocol validation services,
which allow to restrict both client and server to a calling
sequence (or life-cycle) originally specified by the server
as a part of an augmented service description.

Support Service Layer

Contract Access Layer

Contract Service Layer

CUI

Coffee
Exporter

Contract

PaymentPaymentNotary

TV-Sales Application

Market Participants
GSM

Network

Coffee
Importer

Internet

Fig 2.:  Support services for contract negotiation

Many more support services may emerge that cannot
be covered at design time by an electronic market system
architecture. Therefore, a flexible naming schema and
access method are required that allow for the registration
of newly introduced support service classes at run-time
[19].

The problem remains how to define the interface to
each service so that an application that was not designed
to use it can make use of it now that it is available.

4.3. An application niche for mobile agents

To illustrate the usefulness and applicability of MAs
for contract negotiation, we take a more detailed look on
how the scenario outlined at the beginning of this section
may be supported by a mobile agent.

The South Amercian company wants to sell coffee,
so they set up an agent giving him an initial contract
template including offered quantities and indicate a barter
deal by requesting to be refunded with color TV sets. This
agent may then visit some online-marketplaces in search
for coffee demanders, finding ultimately the German
company.

The Germans indeed show their interest by extending
the contract saying they like to have some coffee and are
prepared to pay a lot money for it. For manipulating the
contract’s contents mechanisms offered by the agent are
used ensuring consistent use and interpretation of
negotiated issues. In this way, no concurrency problems
accessing the contract can occur.

As a matter of the level of autonomy allowed — as
part of the South American company’s policies —  the
agent may deny the money offer and insist on delivering
TVs by making a local decision or returning to South
America where the contract’s current state may result in
the same decision (and the agent is again returned to
Germany).

Since the Germans really like coffee, they think of
ways to establish the contract. Therefore, they may tell the
agent to visit some marketplace again in search for
someone offering TVs for money. Now the agent finds the
French company, shows her the current contract and asks
if they like to participate. The French company’s interest
in the deal results in splitting the agent (see also section
5.3.) and sending the agents to Germany and South
America respectively to signal its participation.

Both companies denote the expected buying and
selling values (represented by money or TV sets) in their
respective agents (remember the split!). Concurrency
problems resulting from this shared editing of the contract
may be avoided in two ways. First, the agent’s protocol
(see also section 6) could assure only different contract
parts, i.e. those that are their ”own“, be edited by different
participants. Second, a unification process [15] could be
initiated when the agents join again — they do this by
returning to the French company having a complete
contract afterwards.

Alternative to participating the French company as an
additional prime-contractor in the ongoing negotiation, the
German company could also try to establish a sub-
contract with it, hiding the existence of the coffee
provider and eventually profiting more from the deal.
However, such a strategy must be sophisticated enough to
ensure both „halves of the deal“ and therefore has in
principle a lower probability of success.

The last step of the whole business transaction is the
settlement of the agreed contract. This could be supported
by using the agent (still carrying the contract) as a
controlling entity to a workflow system assuring the
correct order of deliveries and refunding. There is a strong
relationship between negotiation protocols, negotiation
strategies and workflow descriptions that has to be
explored further by ongoing research.



Despite a lot of missing details the above scenario
should illustrate the principal ideas and some of the
resulting requirements to a supporting architecture
allowing for the application niche of electronic contract
negotiation.

This niche exists since a (medium sized) company
like the South American in the above example may only
have access to low bandwidth communication lines. Thus,
they cannot afford a full-time presence in the Internet.
Also, the French company may offer such TVs only once
(or sporadically) since it was a clearance sale. Therefore,
it is not profitable to keep up an established
communication infrastructure needing it just once.

Mobile agents seem to fit ideally into scenarios with
such preconditions — which are not too unrealistic
noticing that thousands of (even the smallest) companies
will like to participate in the emerging global electronic
market.

5.  OSM: An implementation of mobile agents

In order to be able to experiment with the ideas
described above, we have implemented a prototype of a
mobile agent system based on Java that has been devised
in the scope the OSM project at Hamburg University [20].

5.1. Service profile

The mobile agent system is based on a mechanism
called service profile that is both a persistent and movable
data object where the data may consist of code and some
meta-information. The original requirement to the service
profile was the ability to describe any service that can be
offered in the electronic market. Each service profile
comprises:

• the server interface specification to allow for
remote access;

• service representation to the user, that is, GUI
elements (leading to self-presenting profiles); and

• a specification of the valid method invocation
sequences allows for checking (semantically)
correct usage.

Since the profile is transferred to and processed at
the user’s local computer, it must be possible to serialize
all profile elements. This means that the service profile in
its current state can also be made persistent. The session
with the server can therefore be resumed later, probably
on a different host.

It must be noted that a control description can also be
embedded in the profile. The form of the description may
be chosen from a wide range of concepts (from a petri net
assuming an evaluator up to coordinating Java classes) in
a flexible way. Thus the profile can be used not only as a

passive service offer specification but also as an active
component in a workflow or mobile agent system, as will
be described in the rest of this section.

5.2. Embedding agents

Although we have stressed the importance to use as
many ubiquitous building blocks as possible for a widely
usable MA system, this requirement cannot be fulfilled
entirely since there has to be at least a certain level of
standardized conventions. Nonetheless, for the sake of
flexibility and autonomy, such conventions should be
minimized as much as possible. Especially, a programmer
of an agent should be free using any (Java) classes he
wants for constituting the agent. Otherwise, the agent’s
personalization may be restricted or it may suffer from
some functional constraints.

The OSM profile outlined above allows an agent to
carry some meta-information about the classes it uses with
it. Therefore, it is sufficient to agree upon the name of just
one main class used to create the first object in an agents
”life“. This implies the following execution sequence for
(re-)building agents. First, a class with a known
(standardized) name, say ”Agent“, is loaded and
instantiated. The new instance receives a reference to the
profile it was extracted from to be able to build up the
complete agent using whatever classes it (but not the
environment!) knows about.

5.3. Agent migration

The mechanism described above means that all
information necessary for a migrated agent to restore its
old state and to continue execution is available to it at the
remote location. Thus, the following agent migration
procedure is supported. During its exceution the agent
writes all information neede at remote locations into its
profile. Since the agent writes the data itself, it also knows
how to retrieve that information afterwards.

Then, bootstapping a migrated agent looks as
follows. On the indication of an incoming agent, a remote
agent-engine creates an assembler object that actually
receives the agent and sets it up passing it references to
the engine and the profile. If the agent needs some
information from the environment it uses these references
to contact the engine assuming some functionality to
access environmental information is offered there. Due to
this indirection, a better level of security is achieved since
the locally installed engine can be specified, tested and
controlled by local authorities.

An important feature of the OSM agents is their
ability to split. Splitting means that an agent is cloned
several times. However, local variables of each instance
can be overwritten after cloning. Thus, depending on the



state information the agents further execution may be
carried out differently.

Often, some or all of the created ”subagents“ need to
be synchronized for a later join to exchange information,
for example about collected contractual issues. Therefore,
an agent is able to identify another agent that it is wating
for by means of that agent’s unique identifier — the way
the OSM agent system names agents internally for now.
Since it may not be desirable that an agent gains access to
the information about what other agent are present at a
specific location, this synchronization is done indirectly
again, i.e. by a so called synchronizer object being part of
the engine.

5.4. Agent communication

After being synchronized (no matter if it is with
formerly splitted subagents or a completely different
agent) agents may communicate. Since it cannot be
predicted and all the more shouldn’t be fixed what
information can be exchanged by the agents, a very
generic communication technique is desirable.

A first idea is to require a reference to the potential
communication partner (by asking the engine) and to cast
this reference to the actual agent type. This approach
assumes that the communicating agents are informed
about their respective implementation details. Especially,
in the case of formerly spitted agents, this is not too
unrealistic. However, the current Java serialization
package [27] does not allow casting such references to the
actual agent’s type even if the types are equal. Thus, the
current implementation uses a more pragmatic,
nonetheless generic, approach by utilizing a method
”communicate“ with a parameter of type ”Object“. It
should be noted, that since the agent communication does
not involve third parties (like the engine), it can be kept
confidential and be considered a secure channel.
Credentials that authorize and authenticate one agent to
the other could be passed as part of  the given ”Object“
parameter.

6. Contracts as OSM agents

The described OSM mobile agent system is the basis
for modelling contracts and their negotiation. The most
important feature of the agents used is their layered
architecture. Built upon a basic communication layer they
include a strategy manager module and a negotiation
protocol plug-in. The former for now is a policy [15]
controlled pool of known negotiation strategies. We are
planning to add dynamic action selection following the
model of Maes [39] later. The latter is basically a finite

automaton representing a distinctive negotiation protocol
[40].

The idea is to ”plug“ such a protocol module into an
agent. During a negotiation process the agent has to
follow the represented protocol by all his communication
messages being filtered through the negotiation protocol
plug-in. Therefore, the agent is bound to a specific
protocol and cannot ”cheat“ other negotiation partners
that presume a specific negotiation protocol (since they
obey it themselves). At the same time the plug-in assures
(at least) syntactically correct negotiation messages. Such
protocol modules may be offered and certified by a
service of the electronic market system. It is important
that an agent can trust such a plug-in since it becomes part
of the agent’s communication channel.

Each negotiation protocol needs a syntax which is
able to express certain message semantics. We have
choosen a subset of  the widely adopted KQML [4] for
now, but may move to a more ”pragmatic“ solution in the
future. Since the contract is the main item being
negotiated in our application scenarios its contents are
tagged using the same syntactical elements, e.g. ACCEPT,
REJECT or DENY areas that could be filled in by the
negotiating participants.

The contract’s contents may be arbitrarily complex
since the profile’s genericity allows for great expressive
power. The contract itself is just stored as ordinary Java
objects. To keep things simple and running participants
may use policies [15] — basically first-order predicate
logic expressions in a lean disjunctive normal form
supplemented by some modal operators — to denote their
offers and requests. But the generic view on a contract as
a container allows for many other possible ”description“
techniques.

In addition to the control of the negotiation process
by the protocol plug-ins, the agents (since being active
code) may observe the contracts they carry and assure
consistency on their contents. Since at any time exactly
one and only one agent ”owns its“ contract, no centralized
concurrency control (e.g. locking etc.) is necessary for
accessing the contract.

The described possibility to split an agent even
allows to imitate some advantages of transactional
behaviour. Unless a contractor (visited by a subagent) has
filled in some required items in the negotiated contract the
carrying agent would not arrive at a joining place.
Therefore, if the agent returns, one can be sure that
contractor has committed itself to some obligation. Simply
speaking, an agent wouldn’t be there if it hasn’t done its
job.

Two interesting points remain to be noted here. First,
by utilizing the profile concept an agent not only can carry
a contract but also a user interface customized to the
contract’s contents as a visual aid for human users — an



idea anticipated by OSMs Generic Client [20]. Second,
regarding world-wide inter-organizational negotiation, the
mobile agents autonomy helps collaborating across time
zones. Thus, a negotation process may take place 24 hours
a day by an agent migrating to locations during their
individual business hours.

5.4. Evaluation

The criteria identified in Section 3 are applied now to
evaluate the contract negotiation domain as an application
niche for mobile agents.
• High costs of bandwidth are given due to the possible

cellular phone connection of some participants or due
to their low-bandwidth modem connection.

• If the agent is able to extract those contract items that
are required or the target participant, it can keep a
reasonable size.

• More than two partners are involved which pass the
contract among each other in arbitrary direction and
driven by a negotiation protocol.

• The transaction costs (Tons of coffee and TVs) are
high enough to allow scope for communication across
cellular phone connections.

• The overall contract negotiation may not be
considered as a single transaction since inconsistencies
are limited to manually correctable paragraphs of the
contract.

• Java Virtual Machines are available for all
technological platforms involved: PCs and cellular
phones. The ubiquitous execution environment is
therefore given.

• The agent migrates due to a negotiation protocol that
is ”plugged-in“. Although this dependency counteracts
autonomy, the agent still acts autonomously regarding
the participants of the contract negotiation.

• The communication takes place sporadically, since this
individual deal has not been done before and is not
likely to be done in the future. Therefore, ad-hoc
communications through MAs prevail.

7. Conclusion and future work

This paper is based on the hypothesis that “mobile
agents” is a programming paradigm that is not applicable
for all communication fields except for a very limited area
in the space of all distributed applications. In this
contribution we propose a set of economic and technical
requirements that can be used to check whether an
application can take advantage of mobile agents or should
instead be implemented using some other technology of

practical importance (message passing, distributed
databases, CORBA brokerage, Web http).

We have then described an application that meets
these criteria described before: contract negotiation for
electronic commerce.

Ongoing research in the field of distributed systems
support for electronic commerce at Hamburg University
— called OSM — has been illustrated and finally how we
plan to use OSM to implement on-line contract
negotiation.

For example, the current mobile agent
implementation already supports agent migration between
computers and invocation of local functions. One of their
specialized application that is currently being
implemented is to present a user interface for contract
access. This will permit to coordinate a group of
transaction participants to settle a set of parameters and
policies for the following execution phase.

By using the Java language, any Internet user with a
Web browser is able to get involved in the contract
negotiation process.

Although we decided to deploy a useful first
approach [12] to create an architecture that is applicable
to business scenarios right now by concentrating on the
more technical aspects of communication, there is also
ongoing research at Hamburg University concerning
conceptual work to enhance mobile agents’ autonomy by
giving them more ”intelligence“ [41]. Especially,
negotiation abilities will be improved by self-adaptive
decision making strategies and controlling policies [15].
Also, some further research to gain a clear understanding
of the conception of persistence and its role in and
influence on mobile agent architectures seems to be
necessary.
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