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Motivation - TCO and Complexity

Today

+ Disks on laptops have more capacity than most need
— 1 Terabyte for $1199: hup:awvww lacie.c thim?2id=10118

* CPUs cost less than a good meal
— Complete “bare bones™ machines for $200 (retail)
— Example: hitp://shop1.outpost.com/product/3847537

« Network capacity glut permits streaming voice and
video

« But people, ...

N. Ritter, ADBS, WS06/07 slide: http.//www.cs.toronto.edu/vidbO4/protected/ Tutorial3-Intro.pps
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Motivation - TCO and Complexity

Employment Cost Index (1989 = 100):
Total comp., Professional, Specialty, & Technical Occupations (all civilian)

N. Ritter, ADBS, WS06/07 slide: http.//www.cs.toronto.edu/vidbO4/protected/ Tutorial3-Intro.pps
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Motivation - TCO and Complexity

The High Cost of I/T Management

For example: the cost to manage storage is typically twice
the cost of the actual storage system.

S LOTAHC 110110 manises and 2000

$3 mil—

N. Ritter, ADBS, WS06/07 slide: http.://www.cs.toronto.edu/vidb04/protected/Tutorial3-Intro.pps

Motivation - TCO and Complexity

Human Costs Dominate in
Database, Too

Database License

Developer Took
4% ""I.lunuu
40%

Client Access
0%
Training Costs
16.0%

Implementation
0%

Internal Maintenance
280%

81% is “People Cost”
e ot

him
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Motivation - TCO and Complexity
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Motivation — Self-Management

Increase ‘Business Resiliency
Responsiveness ! “Discover, diagnose, and

Adapttodynamically N N

changing environments <
| |lc-r|-1u|‘gu.‘ ing

Operational Efficiency |

Tune resources and
balance workloads to
maximize use of IT
resources
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Motivation — Self-Management

[Manual s Autonomic
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* Motivation — Self-Management
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‘ Motivation — Self-Management

Multiple Contexts for
Self-Managing Behavior

Customer — = Enterprise
Relationship ﬁ ﬁ Resource Business Sﬂm
MmO s PO prcessesConvac)
m S, - =

o o e e g
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Motivation — Self-Managing DBMSs

Huge Scope of DBA Responsibilities

@ |nitial Design & Layout
® Hardware configuration
® Logical database design
® Physical data layout (partitioning, allocation to nodegroups,

clustering)

e Auxiliary data structures (indexes, view materializations)
® Configuration parameters (hundreds!) 5.,

® Security policies, groups, userids - .

® Dynamic Monitoring & Adjustment
® Database statistics to collect and when
@ Clustering and Reorganization
® Memory allocation, esp. buffer pool sizes
® System / query status
® Problem determination (deadlocks, bad plans, ...)
@ Visualization of all the above

N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vidb04/protected/Tutorial3-Intro.pps 19

Motivation — Self-Managing DBMSs

Where DBA’s spend their time

Install 6%

' Create f_zc*unﬁgula !
e

Software Maintenance __.‘ [

Load Data 6%

b

Ongoing System Management
55%

Lim

Source: International Oracle User Group (IOUG) 2001 DBA Survey

N. Ritter, ADBS, WS06/07 slide: http.://www.cs.toronto.edu/vidb04/protected/Tutorial3-Intro.pps 20




Motivation — Self-Managing DBMSs

Manageability Challenges - Today

Imtemnal S

Table growth tren
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Motivation — Self-Managing DBMSs
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Motivation — Self-Managing DBMSs

N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vidbO4/protected/Tutorial3-Intro.pps 23
Self-Managing DBMS-Features
IBM: Index Advisor
Index Selection: The Problem
® Huge number of possible indexes
¢ Dependent upon workload (queries) anticipated
e For each query, user has to trade off:
¢ Benefits:
= Apply predicates efficiently (save reading entire table)
*  Provide a row ordering needed by query for certain operations
*  Index-only (avoid fi g data pages)
*  Enforce uniqueness (e.g., primary keys)
e Costs:
® Storage space
® Updating
® More plans for the optimizer to evaluate
# Time-consuming trial & error process to choose the best set of indexes
1. Create index (system sorts entire table on key of the index)
2. Collect statistics on it (system scans entire table AND all indexes)
3. Re-optimize all queries in all apps that might benefit
4. Seeif
1. Index was used
2. Performance improves
5. Iterate!
N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vidb04/protected/Tutorial3-DB2.pps 24
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Self-Managing DBMS-Features
IBM: Index Advisor

Solution(1): DB2 Index Advisor (V6, 1999)

Constraints on resources
- Disk Space Allowed
SQL Workload - Time/Complexity

=

Exploits Optimizer to: Database
# Suggest good candidates, o Structure
pPer query
# Evaluate combinations, .
for entire workload Indexes Designed by DB2 for Your

Environment & Workload

N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vlidb04/protected/Tutorial 3-DB2.pps
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Self-Managing DBMS-Features
IBM: Index Advisor

Index Advisor (DB2 V6) - The Math

* Variant of well-known "Knapsack" Problem
= Greedy "bang-for-buck" solution is optimal,
when integrality of objects (indexes) is relaxed
= For each query Q:
~ Baseline: Explain each query w/ existing indexes, to get cost E(Q)
~ Unconstrained: Explain each query in RECOMMEND INDEXES mode,
to get cost U(Q)
~ Improvement ("benefit") B(Q) = E(Q) - U(Q)
= For each index | used by one or more queries:
~If query Q used index |, assign "benefit” B(Q) to index |
B(l) = B(l) + B{Q)
~Assign "cost” C(l) = size of index in bytes
~QOrder indexes by decreasing B(l) / C(l) ("bang for buck")
~Cut off where cumulative C(l) exceeds disk budget
= |terative improvement: exchange handfuls of "winners" with "losers”

« REFN: “DB2 Advisor: An Optimizer Smart Enough to Ri d its Own Inds ", ICDE 2000
(San Diege), Valentin, Zuliani, Zilie, Lohman, et al.

N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vlidb04/protected/Tutorial 3-DB2.pps
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Self-Managing DBMS-Features
IBM: Configuration Advisor

Configuration Parameters

= The Problem:
=~ Almost 150 configuration parameters in DB2 UDB
= Users didn't know:

How to choose the right values
Possible interactions between them

=~ Had to stop and restart DB2 to have them go into effect
Bad for availability, too!

= Solution(1):
= Make many configuration parameters dynamic!
= Mo need to stop and restart DBEZ to change them
~ Not easy to implement, e.g. shrinking buffer pool
~ Shipped in DB2 UDB V&.1 (2002)
= Pr Juisite to autc ically tuning them

N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vlidb04/protected/Tutorial 3-DB2.pps
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Self-Managing DBMS-Features
IBM: Configuration Advisor

Solution(2): Configuration Advisor (V8.1, 2002)

® What is it?
@ Sets ~36 configuration parameters key to performance, including:
¢ Memory heaps (buffer pool, sort heap, statement cache)
® Connections (max and average, remote/local)
® Based upon answers to 7 high-level questions
@ Equations from performance experts relate parameters
® Enhanced in V8.1:
® Available in V7 as "Performance Configuration Wizard®
® More sophisticated model in V8.1
® Easier to invoke via:
® CREATE DATABASE command extension
® AUTOCONFIGURE command
@ Better decisions for OLTP and DSS workloads
@ Surprising benchmark results
(well-known, industry-standard OLTP workload)

N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vlidb04/protected/Tutorial 3-DB2.pps
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Self-Managing DBMS-Features
IBM: Configuration Advisor

Configuration Advisor: The Questions

@ Percentage of Real Memory to dedicate to DEMS

® OLTP vs. Complex query vs. Mixed

® | ength of Transaction (typical # of SQL queries per transaction)
@ Relative priority of Recovery vs. Query speed

e Number of Local and Remote Connections

® Whether the database is populated or not

@ |solation Level

N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vlidb04/protected/Tutorial 3-DB2.pps 29
Self-Managing DBMS-Features
IBM: Configuration Advisor
DB2 Configuration Advisor vs. Human Experts
]
& 260%
2
E 200%
£5 150%
3
§: 100%
TR L
E "
i o« Om
a oLTe.-n OLTP-64 Cust#| Cust 82
W pBa W Advisoras T Default
tunad e of tuned configuration
N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vidb04/protected/Tutorial3-DB2.pps 30
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Self-Managing DBMS-Features
IBM: Health Advisor

Health Monitoring

e The Problem:
e How do you know if DB2 is running okay, performing well?
¢ What do you do if you do manage to figure out it's "unhealthy"?
® Too difficult to determine what to monitor and when to monitor it
@ Need to set up monitors, notification & resolution mechanisms
e The Solution: Health Center
® DB2 monitors its own health right out of the box
e Notifies user upon encountering unhealthy conditions
® Advises on severity of condition, and suggests resolutions
# Initiates corrective action if required, requested
@ Easy installation: just provide an e-mail or pager address
@ User can modify thresholds for notification

N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vidb04/protected/Tutorial3-DB2.pps 31
Self-Managing DBMS-Features
IBM: Health Advisor
Solution: Health Center (V8.1)
N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vidb04/protected/Tutorial3-DB2.pps 32
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Self-Managing DBMS-Features
IBM: Health Advisor

Health Monitor and Health Center

® Alerts sent by Health Monitor to Contacts on Contacts List
e Details in Notification Log can be viewed via Health Center
Web Health Center, CLP, or API

Control Center

Health Center
Web

e Health
Center

App. Server

N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vidb04/protected/Tutorial3-DB2.pps 33
Health Center: "Drilling Down"
@ |f you need to do some digging/investigation before choosing an
appropriate action, Health Center launches tools in context
1t et — =
Q.Q'Use Memory Visualizerto 2 72333 05659% 3 22 C—
consider "competitors”
of a constrained
resource
Other investigative actions
include:
Storage Mar it
Indoubt Transaction
Manager
Event Monitor
NOTE: for many
corrective actions,
DB/DBM cfg parms
can be dynamically
updated!!!
N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vidb04/protected/Tutorial3-DB2.pps 34
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Self-Managing DBMS-Features
IBM: Design Advisor

Design Advisor (“Stinger”)

® An extension of existing Index Advisor (VB)
® Headquarters for all physical database design
#® Recommends any combination of:
Indexes
© Materialized Views (Materialized Query Tables (MQTs))
~Called Automatic Summary Tables (ASTs) before V8.1
£ Partitioning of tables (in partitioned environment)
# Multi-Dimensional Clustering (MDC) storage method ( New in V8.1)

@ Takes interactions of these into consideration
® Status:

£ Coming soon (“Stinger”)!

© Beta testing on customer databases now!

oREFNS:
® “DB2 Design Advisor. In!ggrated Automatic Physical
Database Design”, VLDB 2004
* “Recommending Materialized Views and Indexes with IBM's
DB2 Design Advisor”, IEEE Intl. Conf. on Autonomic
Computing (ICAC 2004) ) .
* “Trends in Automating Database Physical Design”, IEEE
2003 Workshop on Autonomic Computing Principles and
Architectures, Banff, Alberta. August 2003

N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vlidb04/protected/Tutorial 3-DB2.pps
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Self-Managing DBMS-Features
IBM: Design Advisor

Design Advisor: Partition Advisor
eScope:
®DB2 "partitioned environment" (was called EEE prior to V8.1)

e"Shared-nothing" parallelism —

eData stored horizontally partitioned
#ln a partition group, spread across specified partitions
#Based upon hashing of partitioning columnis) - ———
eMay be replicated across all partitions of partition group
e®Need to co-locate similar values for joins, aggregation in queries

e®FPartitioning required for a given table may be different
=Between queries
«Even within a query (jeined on different columns)!

eProblem: What is optimal partitioning for each table, given:
eWorkload of queries
eSchema, including set of partition groups & tablespaces
eStatistics on database

Baf, WA

: ting Physical Datak Design in a Parallel Database",
ACM SIGMOD 2002 (Madison, W1, June 2002)

N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vlidb04/protected/Tutorial 3-DB2.pps
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Self-Managing DBMS-Features
IBM: Automated Statistics Collection

Automating Statistics Collection:
* Problem:
~QOptimizer requires that statistics on database be
- Up to date (after updates)
Complete (multi-column)
~User must invoke RUNSTATS
* Solution: Automate RUNSTATS
~ Invocation scheduled and prioritized
~ Run silently as a background daemon
- Throttled based upon workload
# LEO the LEarning Optimizer determines which statistics needed
- Based upon leaming from past queries
- Groups of columns
- Enables correlation detection
Communicated to RUNSTATS via statistical “profiles”
= Shipping in DB2 "Stinger”
* Refn:“a istics Collection in DB2 Stinger”, VLDB 2004

N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vidb04/protected/Tutorial3-DB2.pps
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Self-Managing DBMS-Features
IBM: Automated Statistics Collection

Automating Statistics Collection:
LEO the LEarning Optimizer Determines Statistics Profiles

-

| can't believe | did :
that! :

Refn: "LEO -- DB2's LEarning Optimizer", Intl. Conf. on
Very Large Data Bases 2001 (Rome, Sept. 2001)

N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vlidb04/protected/Tutorial3-DB2.pps
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Self-Managing DBMS-Features
IBM: Automated Statistics Collection

LEO Motivation

« Cost depends heavily on number of rows processed (cardinality)
@ Optimizer's model limited by simplifying assumptions
¢ Especially due to stat al correlation between columns
o EXAMPLE: WHERE ="'Honda' AND Mode
@ Impossible to know a priori which columns are correlated!
® Why not use actual results from executed queries to
. Validate statistics and assumptions
. Advise when/how to run expensive statistics collection
. Gather statistics that reflect the workload
« Repair the model for optimizing "similar" future queries
@ Could achieve automatically
= Better quality plans
= Reduced customer tuning & administration time
= Reduced IBM support time
® Part of Automated RUNSTATS in “Stinger”

‘Accord’

N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vidb04/protected/Tutorial3-DB2.pps
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Self-Managing DBMS-Features
MS SQL Server

= Self-Tuning Physical Design
= Automated index selection
= ‘What-if’ index analysis
= Automated selection of materialized views
= Automation of horizontal and vertical partitioning
= Tuning advisor
= Statistics Management
= Automated statistics selection
= Efficient statistics creation
= Automated statistics exploitation for optimization
= Statistics estimation
= Monitoring, workload analysis and Management
= Continuous monitoring (SQLCM)
= Workload compression
= Workload summarization

N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vldbO4/protected/ Tutorial3-MS.pps
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Self-Managing DBMS-Features
MS SQL Server

SQLCM Architecture

Database System
Query Storage o
Query Processor Engine Q
Monitored
Objects
Continuous EUB::S
Monitoring Engine Internals —
Monitoring E/C/A — :
pnd 3 Rule J ==
Aggregation Engine o . -~
Engine Rk :_m "

Database o
Administrator % f{‘*"
ules
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Self-Managing DBMS-Features
Oracle

Oracle’s Approach: Manageability
Architecture

. Application & SQL .
Management

“:‘W I System Resource
) \_/ Management
Ve

gl

Database Backup & Recovery agem
C?ET;rI Ilnﬁngﬂmm o i

Manageability Infrastructure

N. Ritter, ADBS, WS06/07 slide: http://www.cs.toronto.edu/vidb04/protected/Tutorial3-Oracle.pps 42
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Self-Managing DBMS-Features
Oracle

Manageability Infrastructure:
Overview

Workload Stat s Subsys te"m

= Intelligent Statistics
I Advisory AWR: “Data Warehouse"” of

nfrastructure the Database
SerioRaNRR T Atort Automatic Maintenance Tasks

Infrastructure Pre-packaged, resource
controlled

Server-generated Alerts

Push vs. Pull, Just-in-time,
Out-of-the-box

Advisory Infrastructure

Integrated, uniformity, enable
inter-advisor communication

Automatic Maintenance Task
Infrastructure

N. Ritter, ADBS, WS06/07 slide: http.://www.cs.toronto.edu/vidb04/protected/Tutorial3-Oracle.pps 43

Self-Managing DBMS-Features
Oracle

Automatic Database
Diagnostic Monitor (ADDM)

Manageability Infrastructure

N. Ritter, ADBS, WS06/07 slide: http.//www.cs.toronto.edu/vidb04/protected/Tutorial3-Oracle.pps 44
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Self-Managing DBMS-Features
Oracle

How Does ADDM Work?

Top Down Analysis Using AWR
snapshots

ion Tree - based on

Self-Diagnostic Engine i
ﬁ @ Identifies main performance
= “ bclttlen_e s using time based
] an:

Pinpoints root cause

Recommend solutions or next step

Reports non-problem areas
l - E.g. /O is not a problem

High-load 10/ CPU

saL issues RAG fszues

D& config

N. Ritter, ADBS, WS06/07 slide: http.://www.cs.toronto.edu/vidb04/protected/Tutorial3-Oracle.pps 45

Self-Managing DBMS-Features
Oracle

Self-managing Components

Manageability Infrastructure

N. Ritter, ADBS, WS06/07 slide: http.//www.cs.toronto.edu/vidb04/protected/Tutorial3-Oracle.pps 46
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Self-Managing DBMS-Features
Oracle

Self-managing
Components

N. Ritter, ADBS, WS06/07 slide: http.://www.cs.toronto.edu/vidb04/protected/Tutorial3-Oracle.pps 47

Conclusion

= Areas of DBMS self-management (orthogonality?)
= Optimization and statistics
= Physical design: indexes, materialized views, clustering, partitioning
= Configuration and ‘health’

= (Further) maintenance issues: backup(/recovery), reorganization installation,
upgrade

= Our seminar

= Each group

= Complete overview of autonomic features of corresponding product as well as
corresponding research activities (what?)

= Detailed view to basic mechanisms, algorithms, approaches (how?)

N. Ritter, ADBS, WS06/07
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